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Abstract: A large class of timed discrete event systems can be modeled thanks to (max,+)-
automata, that is automata with weights in the so-called (max,+) algebra.

In this contribution, new representations are proposed for (max,+)-automata. Indeed, specific
recursive equations over (max,+) and (min,+) algebras are shown to be suitable for describing
extremal behaviors of (max,+)-automata. It is underlined that several performance evaluation
elements, such as maximum and minimum string execution times, can be easily derived from

these representations.
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1. INTRODUCTION

Several formalisms have been introduced and experienced
for studying Discrete Event Systems (DES). Some of them
rest on models defined over a dioid (idempotent semiring)
such as (max,+) algebra Baccelli et al. (1992). In particu-
lar, Stéphane Gaubert has first shown in Gaubert (1995)
that a large class of DES can be studied by means of
so-called (max,+) automata, that is weighted automata
with weights (multiplicities) in (max,+) algebra. Their
behavior is represented by formal power series with coeffi-
cients in (max,+) algebra which play an equivalent role to
languages for logical (boolean) automata. Unfortunately,
it has been shown that in general (for nondeterministic
automata) there are important problems that are undecid-
able (or whose decision status is unknown). In particular,
equality and inequality of two rational (max,+) formal
power series is undecidable, see Krob (1994). This com-
promises the applicability of results to general systems.
For example, to expect the realizability of controllers the
supervisory control approach in Komenda et al. (2009b)
has been restricted to deterministic automata, and syn-
chronous product has been defined in Komenda et al.
(2009a) in order to consider the control of complex (non-
deterministic automata) in a decentralized manner.

Motivated by this observation, the present contribu-
tion proposes alternative representations for (max,+) au-
tomata. These representations describe the behavior of
automata less accurately (only extremal behaviors are
described) but it is hoped that thanks to these prob-
lems of significant interest can be tackled with reasonable
complexity. More precisely, we define specific recursive
equations over (max,+) and (min,+) algebras in order to
describe so-called worst-case and optimal-case behaviors of
the automata. These have direct applications to evaluate
the performances of the systems. In particular, indicators
such as maximum and minimum execution times can be

derived or approximated and these results are discussed re-
garding the related works in the literature Gaubert (1995),
Su and Woeginger (2011). We also propose some refine-
ments of these results as well as new possible indicators.

This paper is organized as follows. In the next section,
preliminaries on dioids are recalled together with (max,+)
automata and their properties. In Section 3, the new rep-
resentations for (max,+) automata are introduced. These
naturally lead to some performance evaluation elements
described and compared with related results in the liter-
ature. These considerations are the topics of Section 4. A
conclusion and some prospects are given in Section 5.

2. PRELIMINARIES
2.1 Dioids

Necessary algebraic concepts on dioids are briefly recalled
in this section (see the monographs Baccelli et al. (1992)
and Heidergott et al. (2006) for an exhaustive presenta-
tion).

A dioid is a semiring in which the addition & is idempo-
tent. The addition (resp. the multiplication ®) has a unit
element € (resp. e).

Ezample 1. The set RU{—00} (resp.RU{+00}) with the
maximum (resp. the minimum) playing the role of addition
and conventional addition playing the role of multiplica-
tion is a dioid, denoted Ruyax (resp.Rumin) , with e = 0 and
e = —oo (resp. € = +00)) and is usually called (max,+)
algebra (resp. (min,+) algebra).

The set of n x n matrices with coefficients in dioid Ryax
(resp. Ruin), endowed with the matrix addition and mul-
tiplication conventionally defined from ¢ and ®, is also a
dioid, denoted RJLX" (resp. R ™). The zero element for
the addition is the matrix exclusively composed of €. We



denote I,, the neutral element of the multiplication, which
is the matrix with e on the diagonal and ¢ elsewhere.

A matrix A € D"*™ (D denotes Rpyin or Ryayx) is said to
be irreducible if and only if 3m € N such that [A™];; # ¢
foralli,j=1...n.

An irreducible matrix admits a unique eigenvalue A € D
and possibly several eigenvectors v € D"*1\{e} such that

ARu=AQu.

For an irreducible matrix A € D"*" of eigenvalue A, we
have

3N, ¢ € N such that ¥n > N, A6 = \¢ @ A™.
The smallest integer c is called cyclicity of A.

A reducible matrix A can admit several eigenvalues, and
the approach consists in decomposing the matrix into sev-
eral irreducible blocks to study its cyclicity (see Gaubert
(1997)).

2.2 (Maz,+) automata

Automata with multiplicities in the Rya.x semiring are
called (max,+) automata (see Gaubert (1995) or Gaubert
and Mairesse (1999) for more complete introductions).

A (max,+) automaton G is a quadruple (Q,%,a,p)
where

e () and X are finite sets of states and of events;

1x|Q

o o € Ryjax”' is such that ay # € if ¢ is an initial state;

o 1 X — Rln%l,lel is a morphism specified by the
matrix family p(a) € R,r%llel, a € ¥, knowing that

we have for a string w = a1 ...a,

p(w) = play . ..an) = plar) ... plan),
where the matrix multiplication involved here, is the

one of RIZX19l A coefficient [(a)]qq # € means that

the occurrence of event a causes a state transition
from ¢ to ¢’.

A (max,+) automaton is said to be deterministic if

e it has a unique initial state, namely, there is a unique
g € @ such that oy # ¢;

e from each state, the occurrence of an event can
not induce the occurrence of several possible state
transitions, namely, if for all ¢ € ¥ each line of u(a)
contains at most one element not equal to €.

Ezample 2. Figure 1 is an example of graphic representa-
tion which can be associated with every (max,+) automa-
ton:

e the nodes correspond to states g € @ ;

e an edge exists from state ¢ € @ to state ¢’ if there
exists an event a € ¥ such that [p(a)lqy # € : it
represents the state transition when event a occurs
and the value [p(a)]qq is interpreted as the duration
associated to a (namely, the time activation of event
a before it can occur) ;

e an input edge symbolizes an initial state.

For this example, we have Q = {I, I}, ¥ = {a,b}, and

a=(ee)ua)=(23) = (52).

1 to simplify the presentation and without loss of generality, the
definition adopted here omits to distinguish the marked states.

Fig. 1. A non deterministic (max,+) automaton.

We define g (w) € R%nxa‘xQ‘ by

za(w) = ap(w).
An element [z (w)]q is interpreted as the date at which the
state ¢ is reached at the end of the events sequence w from
an initial state (with the convention that [zg(w)]y = €
if the state ¢ is not reached when w is completed). The
elements of x¢ are generalized daters, and we have

{ rg(e) = a, (1)

z(wa) = zo(w)u(a).

3. NEW REPRESENTATIONS FOR (MAX,+)
AUTOMATA

Let us first introduce several notations for a (max,+)
automaton G = (Q, X, a, u).We define the set of triples
H C Q@ x X xQ as follows:

H={(q,0,4) €QxExQ|[u(a)ley #}. (2
A triple (q,a,q’) belongs to H if there exists a state
transition according to event a from state g to state ¢’.

For a given event a € ¥ and state ¢ € ), we define the set
H,,C H by:

Ha,q - {(T,O{,S) €eH | a=a,8= q}
We also define the set:

On,aq = {[za(wa)lq | [w] =n—1}.
Set 0y,q4,q contains the completion dates for sequences of
length n, starting from an initial state, ending with event
a and leading to state gq.
Let T denote the set of possible durations associated with
events, that is,

T={r|3acIpcIcQ|ay="r O
Let 7y;,q,4 be the set defined by:

Veaq = {lwal | [za(wa)]ly <1},
This set contains the lengths of sequences completed before
or at instant ¢, ending with event a and leading to state q.
Note that sets 0, 4,4 and 7, 4,4 are subsets of Ryax and are
chains (that is totally ordered sets). The representations
presented below allow us to determine in particular:

e the maximum element of oy, 4,4, that is the mazimum
execution time for sequences of length n, ending with
a and leading to g;

e a minorant of ¢, 4,4, that is a minorant of the eze-
cution time for sequences of length n, ending with a
and leading to g¢;

e a majorant of 744, that is a majorant of lengths
for sequences completed before or at instant ¢, ending
with a and leading to q.



3.1 Representation corresponding to the worst-case behavior

Let us define matrix A € erﬂxlel as follows:

for j = (p,a,q) € H and k = (r,a’,s) € H
A = {[N(a)]pq

if s =p,

(4)

Ezample 3. The (max,+) automaton represented in figure
1 is such that

H = {(IaaaII)v(IIaG'aII)ﬂ(II?b’I)}’

- e
A<22€>.
22c¢

For example, triples (I,a,II) and (II,b,I) are listed
respectively as 1st and 3rd elements in H and 21,3 =3
brings the information that state transition (I,a,IT) can
occur consecutively to the occurrence of state transition
(I1,b,1I) with a duration of 3 time units.

€ otherwise.

and

Proposition 1. Let T(n) € R‘rﬂxﬂ, for n € N, be defined
iteratively by

e for each j = (p,a,q) € H,
[f(l)]j — {[M(a)]pq

if p is an initial state,

(5)

€ otherwise,
o forn>1 B
T(n) =A®T(n—1). (6)
Then & [Z(n)]; is the maximum element of oy, 4,4 for
Jj€Ha,q

each a € ¥ and q € Q.

Proof 1. We use mathematical induction to prove the re-
sult. Using (5), we have

@D E), = Q%)
J€Ha,q {peQ|p initial state}
which corresponds to the completion date to reach the

state ¢ upon the only occurrence of a (completion date for
the sequences of length 1, composed of a and leading to

q)-

Let us assume that € [Z(n)]; is the maximum element
J€EHa,p
of Opap foralla e ¥,pec Q.
Let us show that for all a € ¥,¢ € Q, @ [Z(n+ 1)]; is
J€EHa q
the maximum element of 0y,41,4,4. We have:

P En+1)

Jj€Ha,q

= D Aezm);

(using (6)),
J€EHa q

P Pl zn)

JjE€EHa ql€EH

-D D

l€eH jeH, 4

-PD D 69

PEQ a€EX k€EH,p jE€EH 4 4

[11(a)]pgs

Jl® ]

jk® ]

Notice that, by definition (4), we have, for all k € H, p,

@ [(a)lpq ifp=1p,
p'€EQ
otherwise.

D =+,

JE€Ha q

=PPD D @) E®)k
PEQ aEX kEH p
(D D =]

= Plu(@)]p ®
PEQ aeX k€EHq p

It is assumed that @ € [Z(n)]r represents the maxi-
a€S k€Ha,,

mum completion date for sequences of length n leading to
state p, then @ [F(n+1)]; is the maximum completion
Jj€Ha,q

date for sequences of length n+ 1, ending with event a and
leading to state q.

Ezample 4. Let us consider the non deterministic (max,+)
automaton represented in figure 1. We have Q = {I,II},
¥ ={a,b}, H={(l,a,11),(I1,a,I1),(I1,b,])}, and

Tra,11(1) 3
T(n) = | Trrerr(n) | ,Z(1) = 2 |.
Tr1p,1(n) 2
Vector Z(n) satisfies the recursive equation (6), that is:
T1,a,11(n) 3 Trq,71(n —1)
Trra,01(n) | = e | ®|ZTrrar(n—1) .
Tr1,,1(n) € Zrrpr(n—1)

The following table contains the first values obtained
thanks to this recurrence in Ry, .x.

NN O
NN O

Table 1.

n 1 2 3 4 5
ZTrorr(n) [3]5]8]10] 13
Tir,arr(n) | 25| 7] 10| 12
Tirpa(n) | 2571012

For example, the possible sequences of length 3 ending
with event a and leading to state I are {aaa,aba,baa}.
We obtain using (1)
[za(aaa)lir =7, [za(aba)lir =8, [xa(baa)lir =7,
which leads to 034,77 = {7, 8}.
On the other hand, we have
Horr={,a,II),(II,a,II)},
hence
B EB); =Fran3) O Trra(3) =8,
JE€EHa 11
which corresponds to the maximum element of 03 4 17, that

is the maximum completion time for sequences of length 3
ending by event a and leading to state I1.

3.2 Representation approrimating the optimal case behavior
for sequences durations

In this section, we define a representation in a very similar
way to the previous-section one, but over (min,+) algebra
instead of (max,+) algebra. The reader must then have in



mind that & represents the min operation and ¢ = 4o0.

Matrix A € RE>XIHD s defined by

min

forj = (p7a"Q) E H’ k: (r’a/7s) E H’
A, = {[N(a)]pq

ifs=p
’ 7
= € otherwise. (M
Proposition 2. Let xz(n) € RLIKLM, for n € N, be defined
iteratively by

for each j = (p,a,q) € H,

[z(1)]; = {Ma)]pq

if p is an initial state,

(8)

€ otherwise.
z(n)=A®z(n-1), forn > 1. 9)
Foralla e ¥,q€ Q, @ [z(n)]; is a minorant for o, 4 ¢,
J€Ha,q

that is a minorant of the possible completion dates of
sequences of length n ending by event a and leading to
state q.

Proof 2. The proof goes along the same lines as the proof
of proposition 1 and also proceeds by induction. According
to (8), we have

D ) =

JE€Ha,q

D

{peQ|p initial state}
= min a)
{peQ|p initial state}[ ( ]pq

[11(@)]pg

The completion date leading to the state ¢ upon the

occurrence of the only event a is given by a(a)]q, that is,
max  ([p(a)]pq). It should be clear that @ [z(1)];

p initial state jEHq 4

is then lower (possibly strictly) than o1 4 4.

Assuming that for all & € X,p € Q, @ [z(n)]; is a

J€Ha,p
minorant of ¢, «,p, the same arguments as those used in
the proof of proposition 1 lead to

P e+ =Pr@e | P kmlk

Jj€Ha q PEQ a€EX k€Ha,p
= min ¢ k(@ ® | (D P 2l
aEX k€EHu p
Since @ & [z(n)]x is a minorant for the completion

Q€T k€H, p
dates of sequences of length n leading to state p, we can
claim that @ [z(n + 1)]; is also a minorant for the
J€EHa,q
completion dates of sequences of length n + 1 ending by
event a and leading to state q.

Corollary 1. If G is a deterministic (max,+) automaton,

then € [z(n)]; is the minimum element of oy, 4 4.
Jj€Ha,q

Ezample 5. Let us consider again the (max,+) automaton

represented in figure 1. Table 5 contains the first values

obtained for z(n) thanks to recurrence (9) in Ryyip.

Table 2.

n 112]3|4 5
Trapm) [ 35|79 11
Z.00m) | 2]4]6]8]10
z,,.n) | 2] 4]6]8]10

We have mentioned in the last example that the set of
the possible completion dates for the sequences of length
3 ending by event a and leading to state I, is given by

03,a,I1 = {7a 8}7

and Hy ;1 = {(I,a,II),(II,a,II)}. Then we have

@ 23] = 21,0,113) ©2y14,11(3)
JE€EHq 11 )

= mln@],a,ff(?’)aEn,a,n(?’))
=6

For this example, D

JEHq 11

[z(3)]; is a minorant of set 03 4 17.

3.3 Representation approrimating the optimal-case behavior
for sequence lengths

As in section 3.2, the following representation enables us
to study the optimal case behavior of the automaton but
for evaluating the greatest sequence-length until a given
date. This representation is defined over R, ax.

We define the matrices denoted E, € R‘HIQXX |H] as follows:

forallT €T, j=(p,a,q) € Hand k= (r,a’,s) € H
— 1 if s=pand [u(a)p, =7
Bl = P =T 10
[Exlin {E otherwise. (10)

Proposition 3. Let Z(t) € REY ¢ € N, be defined
)

iteratively as follows with 7, = min(7T) and Tmax =
max(7T):
e for t < Tyin:
()] =€ Vj € H,
o for Tin <t < Tiast [Z(t)]; is set to be equal to the
maximum length of sequences going from initial state

to state ¢, ending with event a before or at date ¢,
e for t > Tae:

Z(t)=PE. 0zt — 1) BE(t - 1).

TeT

(11)

Then € [2(t)]; is a majorant of set ;4,4 for each a €
J€EHa,q

and ¢ € @, that is a majorant of the possible lengths
among sequences ending by event a and leading to state ¢

before or at date t.

Proof 3. Once more, we use mathematical induction.

For t < Ty, the result of the proposition 3 is true by

definition. Let us assume that @ [Z(¢)]x is a majorant
kEHq p

of set Vi.ap for all @ € X,p € Q, and we show that for

alae X, geQ, @ [Z(t+ Tmin)]; is a majorant of set

Jj€Ha q
Vi+Tmin,a,q-
We have
Z(t + Tmin) = @D Er @ Z(t + Tain — 7) D Z(t + Tanin — 1)
TET

2 E'rxnin & E(t) @ E(t + Tmin — ]-)

> B, © (1),
Hence,

@ [Z(t + Twmin)]; = @ (B ®Z(t)];
J€Ha,q JE€Ha,q
= P PIE-.. )i @z0).
JjE€EHq ql€eH



By definition, we have for j = (p, a, q)

(Bt ©@Z(0)]i = 1@ Z(t)]s
for I = (r,d’, s) such that s = p and [p(a)|pg = Tmin-
This leads to

D Ettmmm); > 10

JEH, 4
which shows that

D D D 0k

{reQl(p,a,q)€H} a€X k€Ha p

@D [Z(t + Tmin)]; is a majorant of set
J€Ha,q
Vt+Tmin,a,q-

Ezample 6. We consider the (max,+) automaton repre-
sented in figure 1.

Y

Zr,a,11(t)
Z(t) = lin,a,n(t)
Zr11,6,1(t)
cee€ cel
Ey = <1 15>,E3: (555)
11e¢ E€E€

Initial values of vector Z(t) are:
€ 1 1
Z(1) = [5] ,Z2(2) = [51 JZ2(3) = [11 .
1 1

€
For t > 3,vector Z(t) satisfies the recursive equation (11),
that is:

EEE eel
zZ(t) = (1 1 5)@3(7&—2)@(5 € 5)@2(7&—3)@2@—1)
11e¢

gee¢

The following table contains the first values obtained
thanks to this recurrence in Ry ax.

Table 3.

t 1 2 314 5 6 7
Zranr(t) e 11 [1]2]3]3
Zrrear(t) |ele | 1] 2]2]2]3
Zrpa(t) e |11 ]2]2]2]3

For example, the possible sequences ending with event
a and leading to state II, executed at or before instant

t = 6 are: {a,ba,aa}. Note that [rg(aaa)];; = 7 and
therefore string aaa does not belong to this set. We have
Y6,a,11 = {1,2}.

On the other hand, we have
Hyrr={,a,1I),(Il,a,1I)},
hence
@ [2(6)]; = Z1,0,11(6) © Z11,0,11(6) = 2,
JEH. 11
which corresponds to the maximum element of ¢ 17, that

is the maximum length sequence ending by event a, leading
to state 11 and completed before or at instant ¢ = 6.

4. APPLICATIONS TO PERFORMANCE
EVALUATION

Let us now focus on applications of the new representations
for performance evaluation and discuss related results in
the literature Gaubert (1995), Su and Woeginger (2011),
Gaubert and Mairesse (1999).

4.1 Maximum execution time

For some systems, it is important to have knowledge of
the maximum execution time for sequences of given length
n, that is the maximum element of the set composed of
completion times for sequences corresponding to n events.
Its calculation is presented in Gaubert (1995) as follows:

D Dlzcw)y,

weL™ peQ

@ @[au(al)...u(an)],

wWEL™ peEQ
@[QM"]Z,,
PEQ

with M = @ u(a).
a€Xx

worst __
[ =

The time complexity of the computation above is O(n*|R|?),
where R is a clique covering of 3.

Another computation method, using heap models, is pre-
sented in Su and Woeginger (2011) with a better time
complexity, that is O(|H||R|?), where H (defined by (3)),
corresponds to set of edges in the (max,+) automaton G.
Nevertheless, it must be noticed that the class of (max,+)
automata considered in Su and Woeginger (2011) is more
restrictive that the one studied in Gaubert (1995) and in
this paper, since it is assumed that for each event one, and
only one, possible time duration is associated.

The representation introduced in proposition 1 also en-
ables us to evaluate this indicator since

_ —n—1_
Lt = Plrmn); = P =)
jeH jeEH

The time complexity is the one of n multiplications in
RELH that is O(n|H|3).
The comparison with the methods mentioned previously
doesn’t give always the same conclusion. In fact, as noticed
in Hall and Jr. (1941), the maximal cardinality of |R]| is

2
% and there exist automata in which |X|? < |H| as well
as others in which || > |H|.
Remark 1. As in Gaubert (1995), our approach can take
profit of the spectral properties of matrix in Ry.x to
simplify the computation.

For an irreducible matrix A € R‘HIQXX 1 With as eigenvalue
|H| — —n-+c —n

A= (trAk)%, we have A" = A\“A". This allows us
k=1

to claim that if the value of A" (resp. [¥°"') is already
c

computed, the computation of at (resp. 1X975Y),¥n > N
reduces to operation A"

4.2 Minimum execution time

For other systems , it is important to be able to compute
the minimum execution time for sequences of given length
n. It is referred to as the optimal case in Gaubert (1995)
and formulated as follows:

= @ Dlecw)y,

wEX" peQ



where P represents the min operator.

The algorithm which is given in Gaubert (1995) only
applies for a reduced class of (max,+) automata (determin-
istic automata) and is announced to be much more onerous
than for the worst-case. In Su and Woeginger (2011), it is
shown that the algorithm of computation of the "optimal-
case” is NP-complete.

In proposition 2, based on the new representation 8-9, a
minorant of this element is obtained by a simple recurrence
in Ryyn, as:

P> Plzn); = PlA™ (1))
jeH JEH
The time complexity of this computation is the same as
that of the "maximum execution time”, that is O(n|H|?).
Note that spectral properties of matrices over R,,;, can
also be exploited to simplify the calculus.

4.8 Mazimum length of sequences for a given executing
time

The representation proposed in section 3.3 allows us to
compute another performance indicator which, to the best
of our knowledge, has not been discussed in the literature,

that is:
D =)
J€Ha,q

This indicator gives information about the optimal be-
havior of the automaton with a focus on the greatest
number of events occurring until a given time instant. The
computation of this indicator has a similar time complexity
than the indicators presented previously since it merely
implies matrix multiplication in Ry, ax.

5. CONCLUSION

We have proposed new representations for (max,+) au-
tomata in order to describe their extremal behaviors. We
have shown that these representations can be applied to
performance evaluation. In particular, maximum and min-
imum execution times for sequences of given length, as well
as the maximum number of events occurring until a given
time instant can be evaluated or at least bounded.

A control approach, inspired by that for logical automata
presented in Ramadge and Wonham (1989), has been
proposed in Komenda et al. (2009b). It is then assumed
that automata are deterministic to guarantee realizability
of controllers (see the discussion of the first paragraph in
introduction). The representations presented in this con-
tributions could be used to elaborate alternative control
laws for general automata. Since these representations are
similar to standard state-space ones, it is envisaged to
transpose the control laws developed for linear (max,+)
and (min,+) systems (see for example Lahaye et al. (1999),
Houssin et al. (2007) and Amari et al. (2012)).

REFERENCES

Amari, S., Demongodin, I., Loiseau, J., and Martinez, C.
(2012). Max-plus control design for temporal constraints
meeting in timed event graphs. IFEE Transactions on
Automatic Control.

Baccelli, F., Cohen, G., Olsder, G.J., and Quadrat, J.P.
(1992). Synchronization and Linearity. Wiley.

Gaubert, S. (1995). Performance Evaluation of (max,+)
Automata. IEEE Transaction on Automatic Control,
vol. 40(12), 2014-2025.

Gaubert, S. (1997). Methods and applications of (max,+)
linear algebra. Rapport de recherche 3088, INRIA, Le
Chesnay, France.

Gaubert, S. and Mairesse, J. (1999). Modeling and
Analysis of Timed Petri Nets using Heaps of Pieces.
IEEE Transaction on Automatic Control, vol. 44(4),
683-698.

Hall, M. and Jr. (1941). A Problem in Partitions. Bulletin
of the AMS, vol. 47, 801-807.

Heidergott, B., Olsder, G.J., and Woude, J.V.D. (2006).
Max Plus at work. Princeton.

Houssin, L., Lahaye, S., and Boimond, J.L. (2007). Just in
Time Control of Constrained (max,+)-Linear Systems.
Discrete Fvent Dynamic Systems, vol. 17(2), 159-178.

Komenda, J., Lahaye, S., and Boimond, J.L. (2009a). Le
produit synchrone des automates (max,+). Special issue
of Journal Européen des Systemes Automatisés (JESA),
vol. 43(7), 1033-1047.

Komenda, J., Lahaye, S., and Boimond, J.L. (2009b). Su-
pervisory Control of (max,+) Automata: A Behavioral
Approach. Discrete Event Dynamic Systems, vol. 19(4),
525-549.

Krob, D. (1994). The equality problem for rational
series with multiplicities in the tropical semirings is
undecidable. Internat. J. Algebra Comput., 405-425.

Lahaye, S., Boimond, J.L., and Hardouin, L. (1999). Opti-
mal Control of (Min,+) Linear Time-Varying Systems.
In 8th International Workshop on Petri Nets and Per-
formance Models (PNPM 1999), 170-178. Saragossa,
Spain.

Ramadge, P.J.G. and Wonham, W.M. (1989). The control
of discrete event systems. Proceedings of the IEEE, 77,
81-98.

Su, R. and Woeginger, G.J. (2011). String Execution
Time for Finite Languages: Max is Easy, Min is Hard.
Automatica, 47(10), 2326-2329.



