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1. INTRODUCTION

(Max,+) automata model an important class of Timed Discrete
Event (dynamical) Systems (TDES), where both synchroniza-
tion of tasks and resource sharing occur. They have been pro-
posed by S. Gaubert in (4) as weighted automata with weights
(multiplicities) in the(R ∪ {−∞}, max, +) semiring. (max,+)
automata have a strong expressive power in terms of timed
Petri nets: 1-safe timed Petri net can be represented by special
(max,+) automata, called heap models, c.f. (5).

We have proposed a behavioral approach (based on formal
power series) to supervisory control of (max+)-automata in(8).
It is based on the parallel composition of controller and plant
(max,+)-automata with uncontrollable events. This composi-
tion corresponds to a modified (due to uncontrollable events)
version of tensor product in terms of linear representationin the
(R∪{−∞}, max, +) semiring and to a generalized Hadamard
product (distinguishing uncontrollable events) in terms of be-
haviors.

In this paper, we build upon these results and investigate the
properties of this generalized Hadamard product of a controller
and plant formal power series. Controllability as an equiva-
lent condition for attainability of a specification series as the
prescribed behavior of the closed-loop system is studied using
residuation theory of (multivariable) formal power series. A
formula for computing (max,+)-counterparts of supremal con-
trollable behavior is proposed. An interesting comparisonwith
controllability of formal languages (from classical supervisory
control theory) is given together with intuition behind timing
aspects of controllability.

This paper is organized as follows. In the next section neces-
sary algebraic preliminaries are recalled together with parallel
composition of (max,+) (weighted) automata. In Section 3 we
recall the behavioral framework, where parallel composition
of (max,+) automata corresponds to a generalized Hadamard
product of formal power series and a control problem is posed
that takes into account both nondecreasing and general formal
power series (counterpart of prefix closed and marked lan-
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guages). In section 4 controllability and properties of control-
lable formal power series are studied using residuation theory.
An illustrating example is proposed. Conclusion with hintson
future extensions of this work are given in Section 5.

2. (MAX,+)-AUTOMATA AND THEIR PROPERTIES

In this section necessary algebraic concepts are recalled.An
idempotent semiring(also called dioid) is a setD equipped
with two binary operations: addition and multiplication. The
addition⊕ is commutative, associative, has a unit elementε (i.e.
ε ⊕ a = a for eacha ∈ M ), and is idempotent (i.e.a ⊕ a = a
for eacha ∈ M ). The multiplication⊗ is associative, has a unit
elemente, and distributes over⊕. Moreover,ε is absorbing for
⊗, i.e.∀a ∈ M : a ⊗ ε = ε ⊗ a = ε.

In any dioid, a natural order is defined by:a � b ⇔ a⊕b = b. A
dioid D is complete if each subsetA of D admits a least upper
bound denoted

⊕

x∈Ax, and if ⊗ distributes with respect to
infinite sums. In particular,T =

⊕

x∈Dx is the greatest element
of D. In a complete dioid, the greatest lower bound, denoted by
∧, always exists;a ∧ b =

⊕

x�a,x�b x.

Let us recall the dioidRmax = (R ∪ {−∞}, max, +) with
maximum playing the role of addition, denoted by⊕: a ⊕
b = max(a, b), and conventional addition playing the role of
multiplication, denoted bya⊗ b (or ab when unambiguous). Its
complete version withT = +∞ added is denoted byRmax.
Operations with matrices are defined as in the classical linear
algebra. The (max,+) identity matrix ofR

n×n
max is denoted byE.

Let N denote the set of natural numbers with zero. In complete
dioids the star operation can be introduced by the formula

a∗ =
⊕

n∈N

an,

where by conventiona0 = e for anya.

Residuation theory allows defining ’pseudo-inverses’ of isotone
maps (f is isotone ifa � b ⇒ f(a) � f(b)).
Definition 2.1. (2), §4.4.4 An isotone mapf : D → C, where
D andC are dioids, is said to be residuated if there exists an
isotone mappingh : C → D such that

f ◦ h � IdC and h ◦ f � IdD. (1)



IdC andIdD are identity maps ofC andD respectively.h is
unique, it is denotedf ] and is called residual off .

If f is residuated then∀y ∈ C, the least upper bound of subset
{x ∈ D|f(x) � y} exists and belongs to this subset. It is equal
to f ](y). We recall from (2) the following result.

Theorem 2.1.f : C → D between two complete dioids is
residuated iff

(i) f(ε) = ε, and
(ii) f is lower semicontinuous, i.e.f(⊕i∈Ixi) = ⊕i∈If(xi).

It is well known that multiplication in complete dioids is
residuated.

Theorem 2.2.The isotone mapRa : x 7→ x ⊗ a in a complete
dioidD is residuated. The greatest solution ofx ⊗ a � b exists
and is equal toRa

](b), also denotedb◦/a.
This ’quotient’ satisfies the following formulae

(x◦/a) ⊗ a � x, (f.1)
(x ⊗ a)◦/a � x. (f.2)

Formal languages over an alphabetA are sets of finite se-
quences of letters (called words) fromA. The zero language
is 0 = {}, the unit language is1 = {ε} with ε the empty string.
A string u = u1 . . . uk ∈ A∗ is called a subword ofv ∈ A∗

if there exists a factorizationv = v1u1v2 . . . vkukvk+1 with
vi ∈ A∗, i = 1, . . . k + 1. The induced subword order onA∗ is
u � v iff u is a subword ofv ∈ A∗.
The dioid of formal power series with variables fromA and
coefficients fromRmax, endowed with point-wise addition and
convolution multiplication, is denoted byRmax(A). Thus, for
s = ⊕w∈A∗s(w)w ∈ Rmax(A) ands′ = ⊕w∈A∗s′(w)w ∈
Rmax(A), one has:

s ⊕ s′ , ⊕w∈A∗(s(w) ⊕ s′(w))w ,

s ⊗ s′ , ⊕w∈A∗(⊕uv=ws(u) ⊗ s′(v))w.

Rmax(A) is isomorphic to the dioid of generalized dater func-
tions from A∗ to Rmax. The dioid of formal power series is
complete if we work with coefficients inRmax. Notice that
for s, s′ ∈ Rmax(A), s � s′ (natural order onRmax(A))
amounts tos(w) � s′(w) for all w ∈ A∗. The language
supp(s) = {w ∈ A∗ : s(w) 6= −∞} is called the support
of the seriess. Recall that a formal power series is recognized
by a finite (max,+) automaton iff it is rational, i.e. iff it can
be formed by rational operations from polynomial series (those
with finite support).

Another multiplication of series (element-wise or word by
word), called Hadamard product, will be needed and is defined
by:

s, s′ ∈ Rmax(A), s � s′ , ⊕w∈A∗(s(w) ⊗ s′(w))w.

It has been shown in (8) that Hadamard product, denoted
Hy : Rmax(A) → Rmax(A), s 7→ s � y is residuated.

Proposition 2.3.The mappingHy: Rmax(A) → Rmax(A),
s 7→ s � y is isotone, residuated, and its residual is given by

H]
y(s)(w) = s(w)◦/y(w), (2)

i.e.H]
y(s) =

⊕

w∈A∗(s(w)◦/y(w))w.

Even more, Hadamard product admits an inverse, which is
known as Hadamard quotient in the theory of formal power
series over rings. However, a generalized version of Hadamard

product, defined and used further in this paper, is only residu-
ated. Hence, the notation of residuation theory is kept alsofor
Hy.

Natural projections of languages are now recalled and extended
to formal power series. The natural projection fromA∗ to Ac,
whereAc ⊆ A is denoted byPc.

It projects away from any stringw ∈ A∗ events fromAu = A\
Ac, cf. (10). Formally,Pc : A∗ → A∗

c is defined as follows on
events fromA

Pc(a) =

{

a if a ∈ Ac

ε if a ∈ A \ Ac

andPc is extended to words in such a way thatPc is catenative:
Pc(a1 . . . an) = Pc(a1) . . . Pc(an). Similarly, Pc is extended
to languages (subsets ofA∗) in an obvious way: forL ⊆ A∗:
Pc(L) = ∪w∈LPc(w) ⊆ A∗

c . In the sequelAc andAu play the
role of controllable and uncontrollable events, respectively.

A notion of projection of formal power series will be needed.

Definition 2.2. For any formal power seriess = ⊕w∈A∗s(w)w ∈
Rmax(A) andAc ⊆ A with the associated natural projection
Pc : A∗ 7→ A∗

c we associate the projected seriesP (s) given by
the following coefficients:

P (s)(w) = s(Pcw).

Let us note the difference betweenP (s) and the following
formal power series:̃P (s) = ⊕w∈A∗s(w)Pcw ∈ Rmax(A).
It is easily seen on the series supports (that are languages).
While the operatorP̃ (s) can only decrease the support, our
operatorP (s) can only increase the support. In particular, let
us notice that P has values inRmax(A) and not inRmax(Ac).
For instance, ifAc = {a} ⊆ {a, u} = A ands = 1 ⊕ 2a
then P (s) = 1u∗ ⊕ 2u∗au∗. Indeed, we have by definition
P (s)(ε) = P (s)(u) = P (s)(u2) = · · · = s(ε) = 1 and
similarly, P (s)(w) = s(a) = 2 for any w ∈ u∗au∗. Hence,
our operatorP : Rmax(A) → Rmax(A) is not compatible
with projection on words and languages (it is not the morphic
extension ofPc).

On the other hand, natural projectionPc : A∗ → A∗
c can

be extended tõP : Rmax(A) → Rmax(Ac) by the formula
P̃ (s) = ⊕w∈A∗s(w)Pcw ∈ Rmax(A), which corresponds to
coefficients given byP̃ (s)(Pcw) = s(w), i.e. P̃ (s)(w) =

⊕u∈P−1

c
(w)s(u). This is to explain the difference betweeñP

andP : Rmax(A) → Rmax(A) of Definition 2.2.

Finally, basic definitions of tensor products are recalled.

If A = (aij) is am × n matrix and B is ap × q matrix over
a dioid, then theirKronecker (tensor) productA ⊗t B is the
mp × nq block matrix

A ⊗t B =







a11 ⊗ B · · · a1n ⊗ B
...

. . .
...

am1 ⊗ B · · · amn ⊗ B







Now we recall automata with multiplicities in theRmax semir-
ing, called (max,+) automata (4).

Definition 2.3. A (max,+) automaton over an alphabetA is a
quadrupleG = (Q, α, t, β), whereQ is a finite set of states,
α : Q → Rmax, t : Q × A × Q → Rmax, andβ : Q → Rmax,
called input, transition, and output delays, respectively.



The transition function associates to a stateq ∈ Q, a discrete
input a ∈ A and a new stateq′ ∈ Q, an output value
t(q, a, q′) ∈ R corresponding to thea−transition fromq to q′

or t(q, a, q′) = ε if there is no transition fromq to q′ labeled
by a. The real output value of a transition is interpreted as the
duration of this transition.

A (max,+) automaton is determined by a triple(α, µ, β), where
α ∈ R

1×Q
max , β ∈ R

Q×1
max andµ is a morphism defined by:

µ : A → R
Q×Q
max , µ(a)q q′ , t(q, a, q′).

We will call such a triple a linear representation.

Note that the morphism matrixµ of a (max,+) automaton can
also be considered as an element ofRmax(A)Q×Q, i.e. µ =
⊕w∈A∗µ(w)w by extending the definition ofµ from a ∈ A to
w ∈ A∗ using the morphism property

µ(a1 . . . an) = µ(a1) . . . µ(an).

Recall thatµ has an important property of being finitely gener-
ated, because it is completely determined by its values onA.
Hence we have in factµ∗ = (⊕a∈Aµ(a)a)∗. Since we are
interested in behaviors of (max,+) automata that are given by
l = αµ∗β (see below) we abuse the notation and simply write
µ = ⊕a∈Aµ(a)a.

Since the plan is to extend the supervisory control techniques
from logical to (max,+) automata, it is useful to formulate
(max,+) automata in standard automata description (using ini-
tial and final states).

For purposes of supervisory control it is useful to see a (non-
deterministic) (max,+) automaton over an event alphabetA as
the 4-tupleG = (Q, q0, Qm, t), whereQ is the set of states,q0

is the initial state,Qm is the subset of final or marked states,
andt : Q × A × Q → Rmax is the (possibly nondeterministic)
transition function with inputs inA and outputs inRmax.

However, the last definition does not consider nonzero initial
delays, resp. final delays : these are only Boolean and equal to
e iff the corresponding state is initial, resp. final.

The formal power series recognized by a (max,+) automaton
G = (Q, α, t, β), called its behaviour, is given byl(G) : A∗ →
Rmax defined forw = a1 . . . an ∈ A∗ by

l(G)(w) = max
q0,...,qn∈Q

α(q0) ⊗

[

n
∑

i=1

t(qi−1, ai, qi)

]

⊗ β(qn).

(3)
In words,l(G)(w) is the maximal weights of paths labeled by
w going from the initial state to a final state.
Remark 2.4.The seriesl(G) : A∗ → Rmax is a dater (4).
We shall interpretl(G)(w) as the time of completion of the
sequence of eventsw, with the convention thatl(G)(w) =
−∞ = ε if w does not occur. By specialization to "boolean"
series with values in{ε, e}, we obtain the classical interpreta-
tion of Ramadge and Wonham theory, that isl(G)(w) 6= ε if w
corresponds to an admissible behavior of the system.
By extension, to study logical aspects of(max, +) automata
it is sufficient to work with supports of series corresponding
to behaviors. We shall then consider series with boolean coeffi-
cients (in{ε, e}) instead ofRmax (any coefficient different from
ε becomese).

In terms of linear representation :l(G)(w) = α ⊗ µ(w) ⊗ β.

Similarly as timed event graphs are described by fixed point
equations in the dioid of formal power seriesZmax(γ) of (2,

§5.3), any (max,+) automaton is described by the following
fixed point equation in the dioidRmax(A) of formal power
series with non commutative variables from A:

x = xµ ⊕ α (4)

y = xβ, (5)

with µ =
⊕

a∈A µ(a)a ∈ Rmax(A)|Q|×|Q| the morphism
matrix.

It is known that the least solution to this equation isy = αµ∗β.

The parallel composition below is defined as an extension of
parallel composition (synchronous product) from logical to
timed DES. The first automaton plays the role of the controller
and the second is the system (to be controlled). As usual in
supervisory control,A = Ac∪Au is the partition of event setA
into disjoint subsets of controllable and uncontrollable events,
respectively.

Definition 2.4. Consider the two following (max,+) automata
corresponding to the controller and the system:

Gc = (Qc, qc,0, Q
c
m, tc), G = (Qg, qg,0, Q

g
m, tg). (6)

Theirparallel composition, modeling the system under control,
is

Gc‖Au
G = (Qc × Qg, q0, Qm, t)

with q0 = 〈qc,0, qg,0〉, Qm = Qc × Qg
m,

t(〈qc, qg〉, a, 〈q′c, q
′
g〉) =







tc(qc, a, q′c) ⊗ tg(qg, a, q′g), if a ∈ Ac

tg(qg, a, q′g), if a ∈ Au andqc = q′c
ε, if a ∈ Au andqc 6= q′c

(7)

This definition can be seen as an extension of prioritized syn-
chronous composition of (6) or (7) from Boolean to the (max,+)
case. Let us stress that it expresses the intuitive requirement
that the controller automaton can not disable an uncontrollable
event that occurs in the plant. Similarly as in the classical
supervisory control the controller can not unmark the marked
states of the original system : for any state that is marked in
the original plantG and survives the logical supervision, the
corresponding state inGc‖Au

G is marked. This means that
marked states of the controller do not play any role and may
be ignored, which is expressed byQm = Qc × Qg

m. In the
sequel we can then assume that all states of the controller are
marked without loss of generality.

Controllable transitions (i.e.tg(qg, a, q′g), a ∈ Ac) in the
plantG can be in the composed systemGc‖Au

G both disabled
(due toε absorbing for multiplication : when the synchronizing
transition of the controller is not definedtc(qc, a, q′c) = ε) and
delayed (whentc(qc, a, q′c) > 0). The delay is added to the
duration of the corresponding transition inGc‖Au

G. On the
other hand, uncontrollable transitions (i.e.tg(qg, a, q′g), a ∈
Au) in the plantG can be in the composed systemGc‖Au

G
neither disabled nor delayed.

The interpretation of the parallel composition of a system with
its controller is as follows. The controller is another (max,+)-
automaton running in parallel (in a standard synchronous man-
ner) with the system’s automaton, that observes the generated
events and either generates the same event as the controller,
in which case it may delay the execution of the corresponding
transition by the number of time units given by the weights of



the transition in the controller (in case of a controllable event) or
does not generate this event. In the latter case the event that was
possible in the uncontrolled system is disabled in the parallel
composition (this event should be controllable in accordance
with definition). Uncontrollable events can neither be prevented
from happening and can nor be delayed, the uncontrollable
transition in the parallel composition inherits the duration from
the original uncontrolled plantG.

3. BEHAVIORAL APPROACH TO CONTROL OF (MAX,+)
AUTOMATA

In this section the behavioral approach of (9) is recalled and
extended.

Proposition 3.1.(9) Theparallel compositionof two (max,+)
automata

Gc = (αc, µc, βc), G = (αg, µg, βg). (8)

has the following linear representation

Gc‖Au
G = (α, t, β)

α = αc ⊗
t αg,

∀a ∈ Ac : µ(a) = µc(a) ⊗t µg(a),

∀a ∈ Au : µ(a) = E ⊗t µg(a),

β = ec ⊗
t βg,

whereec = βc denotes the column vector of identity elements
e = 0 of length given by|Qc|.

Proposition 3.1 is useful for computing the behavior of the
composed system consisting of a controller and a plant. It
may simply be viewed as an equivalent definition of parallel
composition for (max,+) automata in terms of their linear
representations that admit nonzero initial and final delaysfrom
Rmax.

Let us recall from (9) the following theorem about behavior of
closed-loop systems.

Theorem 3.2.The behavior of the parallel composition is the
following:

l(Gc‖G)(w) = lc(Pc(w)) ⊗ lg(w).

By comparing the definition of Hadamard product with the
formula of the last theorem we can view the right hand side as
a kind of generalized Hadamard product (in presence of uncon-
trollable events). This is proposed in the following definition.

Definition 3.1. Let A = Ac ∪ Au with the associated natural
projectionPc : A∗ → A∗

c . The generalized Hadamard product
of two formal power seriess ands′, denoted�Au

, is defined
by (s �Au

s′)(w) = s(Pc(w)) ⊗ s′(w).

It follows from Theorem 3.2 that

l(Gc‖G) = l(Gc) �Au
l(G) = lc �Au

lg.

This can be applied to control of (max,+) automata in a behav-
ioral framework.

Let yref be a specification series, the supervisory control prob-
lem is to find the greatest controller series, denotedyC , such
thatyC �Au

y � yref . Let us introduce the notation

HAu

y : s 7→ s �Au
y

for the right generalized Hadamard product.

Let us notice that the mappingHAu

y is isotone. Since(HAu

y )↑ :

R
↑ supp

max (A) → R
↑ supp

max (A) is again a residuated mapping
(with its residuated mapping denoted by(HAu

y )↑ ]), there exists
the greatestyC such that(HAu

y )↑ � yref , namelyyopt
C :=

(HAu

y )↑ ](yref ).

The following Proposition has been proven in (9).

Proposition 3.3.The mappingHAu

y : Rmax(A) → Rmax(A)
is residuated and its residuated mapping is given by

(HAu

y )](s)(w) = (9)






∧

u∈P−1

c
(w)∩supp(y)

((s(u)◦/y(u)), if w ∈ A∗
c

T, if w 6∈ A∗
c

Let us recall that one need not worry about the valueT =
∞, because when one computes the resulting series, one is
interested only in values of projected words, i.e. delays of
controllable transitions.

In the next section Proposition 9 will be used in the study of
controllability of (max,+) formal power series.

4. CONTROLLABILITY OF (MAX,+) FORMAL POWER
SERIES

In the last section the control problem and its solution based
on residuation theory have been formulated within a behavioral
framework. The resulting series corresponding to an optimal su-
pervisor can then be realized by a (max,+) automaton, provided
it is rational.

Similarly as in the classical supervisory control theory not every
specification series can be achieved. Since it is not clear how to
define controllable (max,+) formal power series, it is natural to
define a series to be controllable if it can be exactly achieved by
control actions of a suitable supervisor. More precisely, within
our behavioral framework we introduce the following concept
of controllability.

Definition 4.1. A seriesyref ∈ Rmax(A) is controllable with
respect toy andAu if there existsyc ∈ Rmax(A) such that
yc �Au

y = yref , i.e. if HAu

y (yc) = yref .

The following characterization of controllability that does not
refer to the existence of a controller series, but is based purely
on the plant and specification series.

Theorem 4.1.A seriesyref ∈ Rmax(A) is controllable with
respect toy andAu iff

yref = HAu

y ◦ (HAu

y )](yref ).

Using the following modified definition of projected formal
power seriesPy : Rmax(A) → Rmax(A) with

Py(s)(w) =

{

s(Pc(w)), if w ∈ supp(y)
ε, if w 6∈ supp(y)

we have in factHAu

y = Hy◦Py, i.e.∀s ∈ Rmax(A): HAu

y (s) =
Hy(Py(s)). This is because⊗ is absorbing forε and hence for
w 6∈ supp(y) we can putPy(s)(w) = ε without modifying the
Hadamard productHAu

y (s)(w).

The following claim from (9) will be useful.



Proposition 4.2.Py defined on complete dioids of formal
power series is residuated with its residuated mapping given
by

P ]
y(s)(w) =







∧

u∈P−1

c
(w)∩supp(y)

s(u), if w ∈ A∗
c

T, if w 6∈ A∗
c

Theorem 4.1 provides a useful characterization of controllable
series as those that are fixpoints ofHAu

y ◦ (HAu

y )]. Note that
inequalityHAu

y ◦ (HAu

y )](s) � s is always satisfied as follows
from the very definition of a residuated mapping, c.f. Definition
2.1. Since we have decompositionHAu

y = Hy ◦ Py using
standard Hadamard productHy (corresponding to the absence
of uncontrollable events, i.e.Ac = A), we obtainyref is
controllable with respect toy andAu if and only if

yref = Hy ◦ Py ◦ P ]
y ◦ H]

y(yref ).

Theorem 4.3.A seriesyref ∈ Rmax(A) is controllable with
respect toy andAu iff ∀w ∈ A∗ :

yref (w)◦/y(w) =
∧

u∈P−1

c
Pc(w)∩supp(y)

yref(u)◦/y(u).

Theorem 4.3 can be reformulated as follows:∀w ∈ A∗ : and

∀u ∈ P−1
c Pc(w) ∩ supp(y) : yref (u)◦/y(u) � yref(w)◦/y(w)

Otherwise stated, we must have equality for anyw ∈ supp(y),
because clearly any suchw ∈ {u ∈ P−1

c Pc(w) ∩ supp(y)}.
Indeed, ifw 6∈ supp(y) then we obtainT on the right (because
a◦/ε for any a ∈ Rmax, includeda = ε) and sinceu ∈
supp(y) we obtainT on the left as well. Formally, the following
corollary holds true.

Corollary 4.4. A seriesyref ∈ Rmax(A) is controllable with
respect toy andAu iff ∀w ∈ supp(y) :

∀u ∈ P−1
c Pc(w)∩supp(y) : yref (u)◦/y(u) = yref (w)◦/y(w).

Note that in the characterization of controllability of Corol-
lary 4.4 both logical and timing aspects of controllabilityare
included at the same time. In the sequel both aspects of this
characterization will be discussed in details. First of all, timing
aspect of controllability is easy to understand. Sinceyref as
well as y are scalar series, i.e. all coefficients are numbers
(includingε), one can reformulate controllability as

∀w ∈ supp(y) and∀u ∈ P−1
c Pc(w) ∩ supp(y) :

yref(w)◦/yref (u) = y(w)◦/y(u).

Note thatu ∈ P−1
c Pc(w) just means thatu andw differ only

by uncontrollable events. Now, ifw � u, then the formula
expresses the requirement that given a time delay between the
occurrence of stringsu andw within the system (y(w)◦/y(u)),
the same delay between the stringsu andw must be prescribed
by the specification series (yref(w)◦/yref (u)). This is a very
natural and intuitive requirement, because the intermediate
uncontrollable events (that make the difference between those
strings :Pc(u) = Pc(w)) can not be delayed by any controller
automaton.

Let us now define a projectioñPc : A∗ → A∗ that re-
moves uncontrollable strings (if any) at the end of words. Thus,
P̃c(w) = v if w = vu, u ∈ A∗

u and last(v) ∈ Ac, where
last(v) denotes the last letter of the wordv. Then we have

Proposition 4.5.A prefix closed languageK is controllable
with respect toL andAu iff P̃−1

c P̃c(K) ∩ L ⊆ K.

Now we return to the characterization of controllability of
series and we extract logical aspects of it to compare with
controllability of languages. In this respect, as mentioned in
Remark 2.4 it is sufficient to consider the support of series
(i.e., series with Boolean coefficients) instead of series having
coefficients inRmax (any coefficient different fromε, including
T becomes the unit elemente). The seriesyref plays the role
of specification languageK, i.e., yref (w) = e means that
w ∈ K and similarlyy(w) = e means thatw ∈ L. One can
notably check that Proposition 4.5 implies characterization of
controllability stated in Corollary 4.4. To do this, let us consider
a controllable prefix closed languageK and w ∈ K (i.e.,
yref (w) = e), from Proposition 4.5 we havẽP−1

c P̃c(K) ∩

L ⊆ K, and in particular,∀u ∈ P̃−1
c P̃c(w) ∩ L, i.e.,y(w) = e

andu ∈ P̃−1
c P̃c(w) which impliesu ∈ P−1

c Pc(w), we have
u ∈ K, i.e.,yref (u) = e. Then∀w ∈ supp(y), i.e.,y(w) = e,
we have the condition of Corollary 4.4, that is

yref (u)◦/y(u) = yref (w)◦/y(w) = e◦/e = e.

The converse implication is not true. More precisely, in the
converse reasoning, one can not argue thatu ∈ P−1

c Pc(w)

impliesu ∈ P̃−1
c P̃c(w).

This makes a connection between the (max,+) and logical con-
trollability. More precisely, this means that our originalnotion
of controllability for formal power series (withPc instead of
P̃c) is stronger in its logical aspect than classical R-W control-
lability of languages. Since there is no notion of prefix closed
behaviors for formal power series, the control problem thathas
been formulated for formal power series that are counterparts
of marked languages is more restrictive (c.f. for languages in-
clusion of marked languages implies inclusion of prefix closed
languages if the systems are nonblocking). Hence, controllabil-
ity needs to be stronger.

4.1 Supremal controllable behaviors

If a specification series is not controllable, a natural question is
to find an approximation, in particular a smaller series, that is
controllable.
Let us first notice thatHAu

y and(HAu

y )] are isotone mappings.
The following result holds.

Proposition 4.6.HAu

y ◦ (HAu

y )](yref ) is the greatest control-
lable (max,+) series with respect toy andAu smaller or equal
to yref .

Remark 4.7.There is an analogy with the classical supervisory
control theory. If we denote in the classical supervisory control
theory the operatorHL(K) = inf C(K, L, Au) the resulting
closed-loop system, which corresponds to the infimal control-
lable superlanguage of the specification languageK with re-
spect to plant languageL andAu, then it can be shown that
this mapping is residuated in the dioid of formal languages
and its residuated mapping is nothing else butH]

L(K) =
sup C(K, L, Au).

The residuated mapping(HAu

y )◦ (HAu

y )](s) plays the role (i.e.
is a generalization of) the supremal controllable sublanguage
of specification (reference) seriess with respect to the planty
andAu. Firstly,HAu

y (s) plays the role of closed-loop behavior
of the controlled system. In classical supervisory controlit
corresponds to the infimal controllable superlanguage. How-
ever, in our case, where timing aspect of control is defined by
adding delay, i.e. (max,+) multiplication, we can not expect that
the supremal controllable subseries of a controllable series is



this series itself. Therefore it is not(HAu

y )](s), but (HAu

y ) ◦

(HAu

y )](s) that is the formal power series counterpart of the
supremal controllable sublanguage ofs. The last proposition
can then be viewed as a generalization of the formula forsup C
operator from Ramadge-Wonham theory.

Another consequence of our investigations of controllability is
plausible.

Corollary 4.8. If yref is controllable with respect toy andAu

then the controller series is simply given by

yc(w) = yref(w)◦/y(w).

Otherwise stated,(HAu

y )](yref ) = H]
y(yref ), i.e. the resid-

uation of HAu

y (for a controllable argumentyref ) is simply
reduced to the Hadamard quotient.

This is similar to classical supervisory control, where controller
is given by the intersection of the plant and the specification
languages if the specification is controllable.

The notion of controllability is illustrated in the examplebelow.

Example 1.A manufacturing system modeled by a (max,+)
automatonG displayed on figure 1.(a) is considered. The three
distinct tasks, labeleda, b and c, last respectively 3, 4 and 5
units of time. The system can perform the following sequences
of tasks :a, ab, abc, abcb, abcbc, . . .. The behavior ofG is given
by the following series inRmax(A):

y = 3a(9bc)∗(4b + e).

For instance,y(ab) = 7 means that the sequenceab will be
completed at the date 7 (considering that the system starts to
operate at time 0).
It is assumed that the start of tasksa andc can be delayed (we
may decide to postpone the execution of these tasks when they
should be performed) or even forbidden (their execution canbe
prevented). On the contrary, the taskb can neither be delayed
nor forbidden (this task starts as soon as it can be performed).
DenotingA = {a, b, c} the set of events (alphabet), we then
haveAc = {a, c} andAu = {b}.
We would like that the system behaves at the latest according
to the following series:

yref = 4a ⊕ 9ab ⊕ 14abc.

This means that the sequencesa, ab andabc should be com-
pleted at the latest at dates 4, 9 and 14 respectively. In addition,
any other sequence of tasks should not happen. This series is
recognized by the (max,+) automationGref displayed on figure
1.(b).

b/4

(b)c/5

a/3 c/5

(a)

a/4 b/5

4321321

11 22

a/4 b/4

33

(c)

Fig. 1.G (a), Gref (b), Gs (c)

The specificationyref is however not controllable with respect
to y andAu as is easily seen from the formula of Theorem 4.3.

While yr = 4a⊕9ab is clearly controllable from a logical view-
point, it is not controllable from a timing viewpoint, because it
would require that the controller delays the uncontrollable event

by 1 time unit, which is not allowed. This can be again checked
by the formula of Theorem 4.3. Indeed,

HAu

y ◦ (HAu

y )](4a ⊕ 9ab) = 4a ⊕ 8ab

On the other hand,yr = 4a ⊕ 8ab is already controllable with
respect toy andAu. One might verify that it is indeed a fixpoint
of HAu

y ◦ (HAu

y )], i.e. a controllable series. It corresponds to
the supremal controllable series and is given byyr = (HAu

y ) ◦

(HAu

y )](yref ). A (max,+) automationGs which realizesys, the
resulting system, is displayed in figure 1.(c).

5. CONCLUSION

A recently obtained solution to a control problem for (max,+)
automata is used in the study of controllability. Controllability
of (max,+) formal power series is investigated using residuation
theory applied to a generalized Hadamard product of formal
power series. Both logical and timing aspects of controllability
are characterized within a single formula. Supremal control-
lable behaviors have been studied. In a future investigation it
would be nice to handle unobservable events and to develop
decentralized and modular control of concurrent (max,+) au-
tomata.
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